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Summary

* Factor analysis
— Principal components analysis

* Cluster analysis
— Hierarchical
— K-Means

* Cluster analysis & Principal component
analysis
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Multivariate

* Open file “Oh8 — survey analysis v5.sav”
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Factor analysis

* |s about data reduction
— Whiteout losing significant information
* |dentifies unobserved variables (factors) that

explain patterns of correlations within a set of
observed variables

— ldentify a small number of factors that explain most of
the variance embedded in a larger number of
variables

* Herein we focusing exploratory factor analysis,
particularly, principal components analysis
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Principal components analysis ™™

 The basic idea is to summarize highly correlated
items within latent variables

— Latent variables (also called factor or component) are
not directly observable but each is inferred and based
on several items

* It is standard practice for factors to be illustrated by circles,
whereas rectangles are used for items

* Factors are, by definition, uncorrelated
— Each factor covers distinct and unrelated aspects

— If we use them in regression analysis (at the expense
of accuracy), collinearity is not an issue
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Principal components ana Iyﬂ

* Assumptions

— Large number of response categories (five or
more) for the items (e.g. Likert or higher)

* Using ordinal data requires the items’ scale steps to be
equidistant

— Sample size rule of thumb: at least ten times the
number of items used for analysis (after excluding
cases with missing values, which is recommended)

— Items should be sufficiently correlated
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Principal components analysis ™™

* Checking items correlation
— Look at the correlation matrix

— Examine the “anti-image”

* The anti-image describes the portion of an item’s variance
that is independent of another item in the analysis
» Kaiser—Meyer—0Olkin (KMO) statistic

— Also called the measure of sampling adequacy (MSA), indicates
whether the correlations between variables can be explained by
the other variables in the dataset

e Bartlett’s test of sphericity

— Test the null hypothesis that the correlation matrix is a diagonal
matrix (i.e., all non-diagonal elements are zero) in the population

— This test statistic values go hand in hand with KMO values

José Novais Santos 7



LISBON
SCHOOL OF
ECONOMICS &
MANAGEMENT

Principal components analysis ™

* Checking items correlation

KMO/MSA 'w'aluQ Adequacy of the comelations

Mooi (2011 Below (.50 Unacceptable
P
Table 8.2 0.50-10.59 Miserable
06 69 Mediocre
Threshold values for 55 079 Middling
KMO and MSA

0.280-0.89 Merttorious
0.90 and higher Marvelous

— How do we proceed if this is not the case?

* We can try to affect the results negatively (examining the
correlation matrix) or to remove items with MSA values below 0,5
from the analysis (looking at the anti-image correlation matrix)

(see e.g. Mooi, 2011, p.208)
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Principal components ana Iyﬂ

* Determining the number of factors using
Kaiser criterion

— Extracting all factors with an Eigenvalue greater
than one (1)

* We should include (or exclude) additional factors with a
smaller (or higher) Eigenvalue than 1 if it is beneficial
for interpreting the solution in a meaningful way

— Eigenvalue

* Describes how much variance is accounted for by a
certain factor
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Principal components ana Iyﬂ

e Communality

— Indicates how much of each variable’s variance is
captured (or reproduced) by the factors extracted

— Should lie above 0.30 (30%)

— Every additional factor extracted will increase this
variance and if we extract as many factors as there
are items, the communality of each variable
would be 1 (100%)

e But we aim to reduce the number of variables
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Principal components ana Iyﬂ

* |Interpreting the factor solution

— We have to determine which variables strongly
relate to each of the factors extracted

— Examining the factor loadings

* Which represent the correlations between the factors
and the variables and, thus, can take values from -1 to
+1)

— Making use of factor rotation (it facilitate
interpretation)

e VVarimax rotation enhances the interpretability of the
results
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Principal components analysis ™

 We want to identify the latent principal
components in the 11 direct functions

(before this analysis we will detect the presence of
outliers and responses variability creating boxplots)

Graphs  Utilities Extensions  Window  Help
e/ il Chart Builder... === ﬁ] I‘_O [’é
il B é 1 :
d @ Graphboard Template Chooser... I_J
Caol Ali
3 weibull Plot.. oumns |- ~on
I 0 12 = Right i
Compare Subgroups = .
| 5 S 12 = Right ;
] E Regression Yariable Plots 12 = Right :
3 Legacy Dialogs ’ Bar.
E Boxplot...
i - -
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Principal components analysis

- ' Ay L3 aa s e L -

i @ Define Simple Boxplot: Surmmaries of Separate Variables *
b |« vival1igolb

Boxes Represent @
&2 v2val2wl
ﬁ d1castimar B

EEHH Simple | ] ﬁ dZcostZprof
1 | ¥ davoltvol
—_— & ddvolZage
EH ’E Clustered I { | <% dsvolareg - Label Cases by:
| ﬁ dbgualireq |
| f diqualZspe
- Data in Chart Are | | |« dasecidep
\ @) Summaries for groups of cases 1 | d9sec2scop

@ Summaries of separate variables: | 1 | d10secaix

{ | & d11secadel |

Cancel b & iTmarinew
M u M &2 i2marzref [l Nestvariables (no empty rows)

°/ ﬁ i3acclinfo Columns:
f idaccZgood
1 | & i5accibad

ﬁ i5accibadiny

& iBaccdoth _ . o

Mestvariables (no empty columns)
a‘ AP iTinn4 dew 0 . I - I
] Paste Reset || Cancel | w

2 Boxplot >

r Panel by

Rows:

[4]

)
B
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Principal components analysis
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Principal components analysis

;.’naly?_e Direct Marketing  Graphs  Utilitie
T

Reports 4 i
Descriptive Statistics LA
Tables -
- |‘| b AN TR IATS 140 1#

Dimension Reduction J1, Eactor... /

E Correspondence Analysis...

-

Scale

Monparametric Tests x‘:li Optimal Scaling...

[T. =tronaly .. TTMone TZ

v v v v

Forecasting

ﬁ Factor Analysis

Variables: ~rinfive |
ﬁ d1costimar
& d2cost2prof / N ' f Next
& davol1vol :

R slides
ﬁ ddvolZage
ﬁ daval3reg
ﬁ dfgualireq
ﬁ d7qualZspe
ﬁ désecldep Selection Variable:
& d9secZscop ) | |
& d10secafix
& d11secddel

1113

Jalue. ..

OK Paste Reset|0mcel H.e_lE

Tra o T TET Tan TE==rwar 0. T AF T

E
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Principal components analysis

@ Factor Analysis: Descriptives X
@ Factor Analysis: Extraction
- Statistics
>l Univariate descriptives Method: |F'nndpal components ~ |
[&! Initial solution e Display
) ) @ Correlation matrix [ Unrotated factor solution
r Correlation Matrix ) )
i @ Covariance matrix [] Scree plot
[] Coeflicients [ Inverse
[7] significance levels [ ] Reproduced Exiract
M:I:Qetermmant [] Anti-image | /@ Based on Eigenvalue
(KMO and Bartlett's test of sphericity
S P 11‘. / Eigenvalues greater than:
- @ Fixed number of facter:
(Gontinue ] | cancel || Help | Factors to pHract
1
CheCk the Kalser Crlterlon Maximum Rerations for Convergence:

(Eigenvalues > 1) (continue] (_cancel J[_telp |

T |

...... TN WA R ST ER Y s s TN B — T— T TR ey
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Principal components

ﬁ Factor Analysis: Rotation X

{ r Method

@ Quartimax
(© Equamax

Delta: |o Kappa |4

Display
[ Rotated solution [] Loading plot(s)

T R S R T
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analysis

Maximum [terations for Convergence:

(gontnue ) Cancel J_tew |

/ Method

We can chose to save factor
scores only after checking the
PCA adequacy

irﬁ Factor Analysis: Factor Scores >

[/ :Save as variables

Reagression
© Bartlett
(@ Anderson-Rubin

[] Display factor score coefiicient matrix ¢

(gontnue )| Cancel J[_telp |

@ Factor Analysis: Options

~ Missing Values

7@ Exclude cases listwise
@) Exclude cases pairwise
(©) Replace with mean

\- Coefficient Display Format

[] Suppress small coefficients

Absolute value below: 110

(gortinue {_cancel J[_elp |
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KMO and Bartlett's Test KMO
Kaiser-Meyer-Olkin Measure of Sampling Adeguacy. ,824\ The KMO statistic Value Of 0,824 iS
Bartlett's Test of Approx, Chi-Square 1400,968 . . . . .
Sphericity i s meritorious, indicating a good
Sig. _, 000 adequacy of the PCA
/ Communalities
Bartlett’s test Initial ~ Extraction
The Bartlett’s test of sphericity confirms the PCA dicostimar. 1,000 789
d2costZprof 1,00 a4
overall good adequacy, x?(55) = 1400,968; p<0,001 o o o
d4volZage 1,000 G636
d5vol3re 1,000 707
1,000 738
Communalities 1,000 802
dg 1d 1,000 611
The extracted factors should account for at least 30% =EeLAER ' '
. , . o d9sec2scop 1,000 845
of a variable’s variance (if it was not the case, we P— 000 830
could consider removing those variables) d11secddel 1,000 593
Extraction Method: Principal

Component Analysis.
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Total Variance Explained
Initial Eigenvalues Extraction Sums of Squared Loadings Fotation Sums of Squared Loadings

Component Total % ofVariance  Cumulative % Total % ofVariance  Cumulative % Total % ofVariance  Cumulative %

1 5,346 48,600 48,600 5,346 48,600 48,600 3,644 33,128 33,129

2 1,608 14,598 63,198 1,606 14,598 63,198 2,377 21,610 54,7349

| 1,308 11,877 75,075 1,306 11,877 75,075 2,237 20,336 75,075

4 681 81,266

5 A36 86,135

B ,385 89,723

7 314 2,847

8 269 2 445

g 248 2,253

10 188 1,707

11 07 475 100,000

Extraction Method: Principal Component Analysis. \

Total variance explained (& Eigenvalues)

As requested, SPSS extracted factors with eigenvalue above 1... Accordingly 3 factors
were extracted. This 3 extracted factors explain about 75% of the total variance.

If we wanted to extract a 4t" factor (with an eigenvalue of 0,681) we would increase the
total variance explained in 6% (if it were the case, in the menu “Extraction” we could
select “number of factors: 4”
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Principal components analysis

Presenting results... e.g. table \

Rotated Component Matrix® Direct functions

Principal Component Analysis with Varimax rotation
Component

] 7 3 (KM0=0,824; Bartlett’s test: x2 (55) = 1400,968; p<0,001)

Rl 136 161 4Profit Safeguard Quality
d2cost2prof 135 226 d3volilvol 0,879 0,136 0,161
d1costimar 1858 17 d2cost2prof 0,878 0,135 0,226
d5vol3reg 207 284 dlcostlmar 0,861 0,185 0,117
ddvollage J -,002 d5vol3reg 0,763 0,207 0,284
d10sec3lx 883 104 d4vol2age 0,707 0,370 -0,002
d9sec2scop ,226 872 179 d10sec3flx 0,189 0,885 0,104
e 287 650 326 d9sec2scop 0,226 0,872 0,179
drgualzspe 142 274 8 d8secldep 0,287 0,650 0,326
dBqualtreq 286 | -048 LEL d7qual2spe 0,142 0,274 0,841
d11secddel 071 287 T q 1 0286 0045

Extraction Method: Principal Component 6quallreq ’ _' 0,839
Analysis. dl1sec4del 0,071 0,287 0,711
Rotation Method: Varimax with Kaiser ] ]

Marmalization. Explained variance (%) / 33% 22% 20%

a. Rotation converged in & iterations.

We can name the components, e.g. Profit (1),
Safeguard (2) & Quality (3)
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Principal componen

ts analysis

Analyse > Tables > Custom tables
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REGR factor REGR factor REGR factor
score 1 for score 2 for
analysis 1 analysis 1
Mean Mean
relationship age with =10 years - 06254
mare (or less) than 10
== 10 years J0257
0,20000
0,15000
0,10000
0,05000
We can make several 0,00000
charts with Excel (such -0,05000
as this one) 0,10000
considering other 10,1500
variables

.guard .ality

M<10years M>=10years

José Novais Santos
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* Method for identifying homogenous groups of
observations (called clusters)

Cluster analysis

— Observations (or cases, objects) in a specific
cluster share many characteristics, but are very
dissimilar to objects not belonging to that cluster

— Grouping similar customers and products is a
fundamental marketing activity

* The segmentation of customers is a standard
application of cluster analysis
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Cluster analysis

 Procedure in brief

1. Decide on the characteristics that we will use to
segment, for instance, costumers

* Chose clustering variables to include in the analysis

2. Select the clustering procedure

* Hierarchical methods, partitioning methods (k-means),
and two-step clustering

3. Decide on the number of clusters
4. Defining and labelling clusters
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Cluster analysis

e Hierarchical methods

— Most hierarchical techniques fall into a category called
agglomerative clustering

 Starts with each object representing an individual cluster
then these are sequentially merged according to their
similarity

* Ward’s method

— Based on the sum-of-squares approach — combines objects
whose merger increases the overall within-cluster variance to the
smallest possible degree

— Tends to produces equally sized clusters
— Affected by outliers
— Most commonly used method in marketing
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Cluster analysis

Decide on the number of clusters

— One potential way is to use a chart

* We plot the number of clusters on the x-axis (starting with
the one-cluster solution at the very left) against the distance
at which objects or clusters are combined on the y-axis (plot
30 differences between coefficients with the highest value)

* We then search for the distinctive break (elbow)

— SPSS does not produce this plot automatically — we have to use
the distances provided by SPSS to draw a line chart by using a
common spreadsheet program (e.g. MS Excel)

— We can make use of the dendrogram

* SPSS provides a dendrogram rescaling the distances to a
range of 0-25
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Cluster analysis

 Hierarchical method

Analyze Direct Marketing Graphs  Utilities Extensions  Window

Dimension Reduction

i3 K-Means Cluster...

Reports 3 ﬁ | e ‘Slﬁ
Descriptive Statistics b M .l
Tables 3 Values Missing
Compare Means p [1. Strongly ... None
General Linear Model p |1, Strongly .. None
Generalized Linear Models y |1. Strongly ... None
1, St by ..o M
Mixed Models b [ TONgY - TRONS
1, Strongly ... Mone
Correlate 2 ! ay
. 1, Strongly ... MNone
Regression 2
1, Strongly ... MNone
Loglinear 2
1, Strongly ... MNone
Heural Networks g 1 Stronnle Ilnne
e 4 Eﬂ TwoStep Cluster...
}
P

Scale

[ill Hierarchical Cluster...

-

Elammaramantric Tocte
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 Hierarchical method

@ Hierarchical Cluster Analysis

&5 id12expant

;[I mavol99ave
:[I mdqual99ave
:[I m&secifave
:[I mEmard9ave
;[I m7acc99ave
:[I mainn99ave

:[I mYsocffave
:[I o1gooddir

& 7RE_1
[ox )

:[I m1val99ave
:[I m2costd9ave / -

Variables(s):
@5 id12expafr 7

N

Label Cases by:

Next

/ slides

_ For clustering aggregated data... we
need to select the variable to
identify cases (e.g. countries,

» | =

r Cluster
@ Cases Variables

r Display

[ Statistics [7] Plots
Ay

| Reset |[cancel |[ Help |

brands, firms,...)
We can use the dendrogram to
determine the number of clusters

—~ We want the clustering coefficients,

the dendrogram is expected to be
excessively large for interpretation

José Novais Santos 27



Cluster analysis

 Hierarchical method

@ Hierarchical Cluster Analysis: Method

Cluster Method:

Ward's method

r Measure —|

@ Interval; [

Counts:

Between-groups linkage
Within-groups linkage
Mearest neighbor

|Furthest neighbaor

Centroid clustering
Median clustering

Ward's method

Binary:

We can select
the ward'’s
method...
expecting
clusters with
similar sizes

r Transform Values

Standardize:

Maone = |

@

Transform Measure
[] Absolute values
[] change sign

[] Rescale to 0-1 range

Eonﬁnue” Cancel ” Help ]

For clustering
aggregated
data... to select
the
dendrogram
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Dendrogram

lcicle

@ All clusters
Specified range of clusters

u;mﬁnue” Cancel ” Help ]
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* Decid th mber of clust
ecide on e Nnu er Or clusters
Agglomeration Schedule SPSS output
Cluster Combined Stage Cluster First Appears ASSESS 30
Stage  Cluster Cluster2  Coefficients Cluster1 Cluster 2 Mext Stage distances
1 168 1498 oon ] ] 141 .
(differences
z 168 1497 .oon i ] 143 SOFt
3 166 195 000 0 0 130 Hicient between
183 1 2 11594,340 187 184 154 ;—:Oe cIents coeff|C|ents)
' rom largest _
194 1 5 1344962 193 192 197 8 H4=C4-C5
185 4 26 1510102 199 159 196 to smallest H5=C6-C7
186 4 14 1745,380 185 180 187
187 1 4 2945913 154 1586 K21 - Jx
) B C ] E F G H
1 Agglomeration Schedule
2 - Cluzster Combined = -1 i Appears - -
3 | Etage Clugker 1 | Clusber 2 | Coefficients | Cluster 1 [ Cluster 2 | Mext Stage Differences betwee
4 a7 1 4| 23dsa13 134 136 0 120052
5 f3s 1 14 1745.350 1385 130 137 73528
g [Es 4 26 1510402 131 53 136, G514
7 [a4 1 1344 362 133 132 137 150.EZ
Excel Sheet g a3 1 2 1134340 157 154 134 9913
g faz 5 23 1035212 153 176 134 9327
o il 4 1z 1001357 155 156 1385 o402
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B B C 0O E F G H | o K L M I u]} =
Agglomeration Schedule
Cluster Combineg ™ =1 | Appears - -
Stage Clusker 1 | Cluster 2 | Cocfficients | Cluster 1 | Clusker 2 | Megt Stage Differences between cosfficients
Flat 1 R 134 136 i 1200652
:135 4 | 14530 135 130 1a7 295 28 Chart Title
135 4 26 1510.102 13 153 136 165.14
Fiad 1 1344 362 133 132 137 EOE? =onoaon
Fiaz 1 2| masssnl— 17| 154 134 9913 —
Fiaz 5 23| toasziz 153 \ﬁ'ﬁr\m 93,27
Fis1 4 12 1001 357 1a5 186 135 . =0
Fiao 1 1 atr. a1z 174 155 136 59.95 PR
Fiza 5 33 57365 151 151 182 5587
M 4 13 783,034 183 174 11 B0.ER 1soooan
Fiat 1 113 TAG 446 173 160 133 B0.58 S—
Fize 1z 21 EAT.863 152 ME 131 2811
Fisc ) | 653,750 13 165 130 3808 L S
Fiza z & 621630 16 163 133 0,74
Fias 4 # 530,351 150 1M 188 2811 5 & 7 B 9 101112131415 1617 18 19 2021 72 23 24 25 26:27 28 2930
Fisz 1z 30 552840 162 161 186 2322
Fiat 5 10 559,615 163 177 153 27 53
Eau 4 " E17.081 s 166 183 22 ag Chart Title
13 1 31 434,725 1z 1 157 2146 140000
Fiva 13 101 473263 143 0 188 21.08
FiTT 10 5 452174 167 143 151 17.40 s
Fite 23 116 434,773 150 3 18z 15.96 100000
Fivs 4 145 15 &18 153 132 180 5oz
Fit4 14 13| 403002 135 140 130 15,310 i
Fita 15 17 FET.T0E 164 106 155 15.05 S00.00
Fita 1 6 372653 s 158 3 1282
Fizt 51 32| 858833 135 154 183 1157 i
FiTo 3T 115 345271 45 21 173 13.25 10.00
Fiea 5 20 532.021 152 e 151 12.98 e - o
fea 2 40 13,053 155 m 134 12.64 . 7 8 510111213 T ? 1617 :‘5: :"-J 177124 7576527 IR 39 :
FieT 10 a3 306423 1z 157 17
F-- FE e e e ar= aaa P
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Cluster analysis

 K-Means procedure
— This algorithm is not based on distance measures
— Uses the within-cluster variation as a measure to form

homogenous clusters

* Aims at segmenting the data in such away that the within-cluster
variation is minimized

— K-means does not build a hierarchy

* With the hierarchical methods, an object remains in a cluster once it is
assigned to it, but with k-means, cluster affiliations can change in the
course of the clustering process

— K-means is (generally) superior to hierarchical methods

* |s less affected by outliers and the presence of irrelevant clustering
variables

e Can be applied to very large datasets
 Recommended for sample sizes above 500
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e K-Means

Cluster analysis

Analyze  Direct Marketing  Graphs
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Utilities  Extensions  Window

(
4 Reports b
d Descriptive Statistics r
y Tables b Y=VALUE EMPTY=INCLULDE
y EMPTY=EXCLUDE TOTAL=1
Compare Means J
) General Linear Model J
Generalized Linear Models 3
3 Mixed Models F
Correlate F
Regression b Clusters - Ward Method
2 K]
Loglinear F
Column M % Column M %
. Meural Metworks b
Classity | B TwoStep Cluster
F

Dimension Reduction

el

r

3] K-Means Cluster...

José Novais Santos 33



Cluster analysis

e K-Means

We need to select the
number of clusters
(3)... the number We
got on the
hierarchical method

i il'ﬁ K-Means Cluster Analysis

| EI misocifave |

ariables:

I3

;[l mZ2cost99ave
;[l m3vol99ave

;[l m4quald9ave
d:l m5secifave lz
;[l meémar99ave
;[l m7acc99ave

N\

Lapel Cases by

;[l mainn99ave I!
bl

_I'I ninnnddir

Method

Mumber of Clusters:
/ @) lterate and classify Classify only

r Cluster Centers
[ Read initial:
@ Open dataset -
@ External datafile | Fjje._
[ Write final:
@ Mew datase
@ Data file File...

“ Paste Reset| Cancel HeIE
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Cluster analysis

e K-Means

irﬁ K-Means Cluster Analysis: Opti..

r Statistics

| | [ initial cluster centers | #i@ K-Means Cluster: Save New ... X |
| L@ ANOVAtable i

M [] Cluster information for each case | ﬂEQUStEF membership
i a/ [] Distance from cluster center

r Missing Values L

All clusters || @ Exclude cases listwise | L [ : e][ ][ N ] L

Sh0u|d have (@) Exclude cases pairwise

significant * icontinue) (_cancel ) (_Help )

differences
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Custom Tables

Cluster analysis

Cluster Mumber of Case

1 2 3 Total

Mean Mean Mean Mean
value average 6,1 44 36 52
profit average arv 42 248 4.7
volume average 5.6 34 27 445
quality average ha 52 38 53
safeguard average 5.3 44 34 4.7
market average 5.8 4.0 26 4.6
SCout average 47 3,2 24 a7
innovation average a4 43 25 45
social average 5.6 38 24 4.4

7,0
6,0
5,0
4,0
3,0
2,0
1,0

0,0

Custom tables results

Excel chart

K-Means

\/\
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———

volume
average

value profit
average average

quality safeguard market
average average average

e C|USter 1 e cluster 2 e cluster 3
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Cluster analysis

e K-Means

Column N%

rel age with more (or less) than 10 years & K- (clusters (social) characterization)
Means

80,0%
70,0%
60,0%

20.0% rel age with more (or less) than 10 years &
;‘gﬁf K-Means
20,0% . 60,0%
10,0%
0,0% 50,0%
cluster 1 cluster 2 cluster 3 40,0%
M less than 10 years W more than 10 years 30,0%
20,0%
10,0% . .
0,0%

Row N% cluster 1 cluster 2 cluster 3
(cases distribution in clusters)

M less than 10 years ~ E more than 10 years
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Cluster analysis & PCA

 K-Means & Principal component ana

We need to
select the
number of
clusters (3)

ﬁ K-Means Cluster Analy

&% mBmaragave
& m7yacci9ave
& meinn99ave

& m8soci8ave
_I'I nlnnnddir

& m2cost99ave
ﬁ mavol99ave

& mdqualdave
& m&secifave

5|
Variables:
= | & FACT_1

& Fac2 1

& Fac3 A

AN

AN

Lapel Cases by
5 &2 | AN

Mumber of Clusters:

"Methnd

(@ lterate and classify © Classify only

- Cluster Centers
[] Read initial;
@ Open dataset

.|;:|_. Fxernal data file

[ Wirite final:

@ Mew dataset

@ Data file

oK [ Paste || Reset || cancel| Help |
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ySis

Next

slides

PCA
components /
factors:

Profit (1),
Safeguard (2)
& Quality (3)
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Cluster analysis & PCA 7

 K-Means & Principal component analysis

irﬁ K-Means Cluster Analysis: Opti..

r Statistics

| | [ initial cluster centers | | #i@ K-Means Cluster: Save New ... X |
i .7E ANOVA table

g _/ [] Cluster information for each case | ﬂéglustermembership@
i °/ [] Distance from cluster center

r Missing Values

All clusters | | @ Exclude cases listwise | Eonﬁnue” D ” e ] |
ShOU'd have (@) Exclude cases pairwise
significant

Lgmﬁnue” Zancel ” Help ]

differences

José Novais Santos 39



* K-Means & Principal component analysis

Cluster analysis & PCA
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Cluster Number of Case

Cumulative
Frequency Fercent  Valid Percent Fercent
Walid 1 a2 414 41.4 41.4
2 G 333 333 747
3 a0 253 253 100.0
Total 1493 100.0 100.0
1,50000
1,00000
REGR factor REGR factor REGR factor 0,50000
score 1 for score 2 for score 3 for .
analysis 1 analysis 1 analysis 1 0.00000 [ |
Mean Mean Mean Profit
Cluster 14258 - 70780 AG0SS -0,50000
Mumber of
33477 1.03116 4360
Case -1,00000
-G8233 -.20035 -1.10958
-1,50000

José Novais Santos
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Cluster analysis & PCA
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 K-Means & Principal component analysis

80,0%
70,0%
60,0%
50,0%
40,0%

Cluster Mumber of Case

30,0%
20,0%
10,0%

1 2 3
Column iM%  Column iM% Column i %
= 10years G3.4% 56.1% G8.0%
==10years 36.6% 43.9% 32.0%

0,0%

Cluster Number of Case

H relationship age with more (or less) than 10 years < 10 years

M relationship age with more (or less) than 10 years >= 10 years

Cluster Mumber of Case

1 2 3
FowM% Fowh% RowM%
relationship age with =10 years 42.3% 30.1% 27.6%
mare (or less) than 10
years ==10vyears 40.0% 38.7% 21.3%

relationship age with
mare (or less) than 10
years

1 2 3

50,0%
40,0%
30,0%
20,0%
10,0%

0,0%

José Novais Santos

1 2 3

Cluster Number of Case

M relationship age with more (or less) than 10 years < 10 years

M relationship age with more (or less) than 10 years >= 10 years
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Annex

e Extension...

— Cluster analysis
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Cluster analysis

e Hierarchical methods

— Most hierarchical techniques fall into a category called
agglomerative clustering

 Starts with each object representing an individual cluster
then these are sequentially merged according to their
similarity
— A cluster hierarchy can also be generated top-down
(divisive clustering)

* Rarely used in market research

— Are based on measures of similarity or dissimilarity

* Euclidean distance, city-block distance, Chebychev distance,
among others (Mooi, 2011, p.245)
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Cluster analysis
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Mooi (2011, p.244)
Fig. 9.3 Agglomerative and divisive clustering
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Cluster analysis

 Hierarchical methods

— Transform variables

* |f the variables under consideration are measured on
different scales or levels we can standardize the data
prior to the analysis (Mooi, 2011, p.247)

— Agglomerative method / Clustering Algorithm

* We need to select the Linkage algorithms, these can
vield totally different results when used on the same
dataset, as each has its specific properties

(Mooi, 2011, p.250)
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Cluster analysis

 Hierarchical methods

— Clustering Algorithm

* Between-groups linkage (Average linkage)

— The distance between two clusters is defined as the average
distance between all pairs of the two clusters” members

— Produces clusters with low within-cluster variance and similar
sizes

— Affected by outliers (though not as much as complete linkage)
— Good results with scattered data
* Within-groups Linkage
— Similar to between-groups linkage
— Aims to produce clusters with low within-cluster variance
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Cluster analysis

e Hierarchical methods

— Clustering Algorithm

* Nearest neighbour (Single linkage)

— The distance between two clusters corresponds to the shortest
distance between any two members in the two clusters

— Tends to form one large cluster with the other clusters containing
only one or few objects each

— Tends to create chains of clusters (it helps in identifying outliers)

— Not “greatly” affected by outliers — as these will be merged with
the remaining objects in the last steps of the analysis

— Works best with long chains of clusters, unsuitable when the
clusters are not clearly separated

— Considered the most versatile algorithm

José Novais Santos 47



LISBON
SCHOOL OF
ECONOMICS &
MANAGEMENT

MIVERSIDWMDE DE LISBOA

Cluster analysis

Hierarchical methods

— Clustering Algorithm

* Furthest neighbour (complete linkage)

— The oppositional approach to single linkage assumes that the distance
between two clusters is based on the longest distance between any two
members in the two clusters

— Strongly affected by outliers
— Works best with dense blobs of clusters
— Produces rather compact and tightly clusters (of similar cases)

* Centroid clustering
— The geometric center (centroid) of each cluster is computed first

— The distance between the two clusters equals the distance between the
two centroids

— Produces clusters with low within-cluster variance and similar sizes
— Affected by outliers and by the (different) size of the clusters
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Cluster analysis

Hierarchical methods

— Clustering Algorithm

* Median Clustering

— Very similar to centroid clustering, uses the median distance
instead of the mean to determine the cluster centroid

— This method takes into consideration the size of a cluster

e Ward’s method

— Based on the sum-of-squares approach — combines objects
whose merger increases the overall within-cluster variance to the

smallest possible degree
— Tends to produces equally sized clusters
— Affected by outliers
— Most commonly used method in marketing
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Cluster analysis
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* To continue using the hierarchical method
after knowing the number of clusters

: ol vival1golb

] i!ﬂ Hierarchical Cluster Analysis >
Yaniables(s): Statistics...
Jll m2costagave “
4l m3vol99ave Plots...

il vavalzwi

| | gl d1costimar
1 ;[l d2cost2prof
ol davoltvol
;[l d4volZage
d:l davaol3req
{l déqualireq
| ;[l diqualZspe
;[l disecldep
d:l d9secZscop

il d10secafix
_ll A11=arddal

F.
il mdqualg8ave

il m&secifave
ul'l mbEmar39ave

Label Cases by:

O | —

r Cluster
@ Cases @ Variables

r Display

tahstms Ijilnts

Now we don’t
need the output
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3 clusters variables

@ Single solution
Mumper of clusters:

©) Range of solutions
Minimum number of clusters:

Maximum number of clusters:
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Cluster analysis

Ward Method
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. | . Cumulative “New variable” frequencies
Frequency FPercent  “alid Percent Fercent /

Walid 1 95 43,0 480 480
2 79 39,9 399 BT 4 ( Columns
3 24 12,1 12,1 100,0
— 198 100,0 100.0 Clusters - Ward Method
Category JCategory | Total
Mean Mean Mean
value . nnnn.n|l  AnnRn] nnnnn
profit .. nnnn.n|  nnnna| o nnnnn
wolurme .| nnnnn|  nnnien| o Recoe.a
Analyse > Tables > guality .| nnnnn| nnnnnl nnnnn
safeqgua.]  nanna|  nnnnn| o AR
Custom Tables e =
nD: market . nnnnn|  nnnnn] nnnen
scout nnnn.n|l  AnnRn] nnnnn
| innovati..]  nnnnn|  nannn| nnann
e social . nnnn.n| nnnna| nnann
il'ﬁ Summary Statistics:
Selected Variable: value average
Statistics: Display:
-- Count Statistics Label Format Decimals
--RnwF’ercent - Mean Mean nnnn,n 1
Bl-Calnmn Parrant
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Custom Tables

Cluster analysis

Clusters - Ward Method

1 2 3 Tatal

Mean Mean Mean Mean
value average G0 449 34 52
profit average a6 42 248 47
volume average h4d 40 26 45
guality average 54 44 43 5.3
safeguard average 5.3 42 36 4.7
market average av KR 23 4.6
scout average 46 32 22 a7
innovation average 5.4 41 25 45
social average 5.6 36 23 4.4

7,0
6,0
5,0
4,0
3,0
2,0
1,0

0,0

Custom tables results

Excel chart

—
Clusters - Ward Method
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— T~ ——
\/\/\

volume
average

value profit
average average

quality safeguard market
average average average

e C|Uster 1 e cluster 2 e cluster 3
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Custom Tables

Cluster analysis
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Clusters - Ward Method CUStom
1 2 3 Total <«—— tables
Column iM%  ColumniM % ColumnM %  Column B %
: results
rel age with mare (or |less than 10 years 56,8% 73,4% a0,0% 62,1%
less) than 10 years more than 10 years 44,2% 26.6% 50.0% 37.9%
Excel chart

rel age with more (or less) than 10 years &

80,0%

70,0%

Clusters (social)
characterization
Column N%

60,0%
50,0%
40,0%
30,0%
20,0%
10,0%

0,0%

1

Clusters

2 3

M less than 10 years B more than 10 years
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Cluster analysis

Custom Tables
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Clusters - Ward Method Custom
1 2 3 Total < tables
FRowk% Fowh% Rowk% Rowh%
rel age with more (or less than 10 years 43.1% 47,2% 9.8%  100,0% results
less) than 10 years mare than 10 years 56,0% 28,0% 16,0%  100,0%

Cases distribution
in clusters
Row N%

\

Excel chart

60,0%
50,0%
40,0%
30,0%
20,0%
10,0%

0,0%
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rel age with more (or less) than 10 years &
clusters

1 2 3

M less than 10 years ~ E more than 10 years
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